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Abstract: This study compares some of the characteristic differences among recommendations generated by a citation-based recommender and a user-based recommender for research articles. As with other application domains, the application of collaborative filtering methods for recommending items in a digital library suffers from a sparsity of usage data. One method for addressing this sparsity problem is to employ an article’s references as a proxy for co-download information. Another method is to harvest large quantities of usage data from distributed OpenURL web logs. These different data sources produce significantly different recommendations, both at the individual and at the aggregate level. The experiments randomly selected about 9,000 articles from among 6.6 million articles as starting points for generating recommendations. Among the characteristics of the resulting recommendations are the semantic distance between the seed articles and the recommended ones, the coverage of the recommendations and the spread in publication dates between recommendations and the seed. A parallel experiment on a subset of these articles aimed to test the hypothesis that generating PageRank values for articles might be an effective method for weighting references to improve citation-based recommendations.
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1 Introduction

Digital libraries are an important domain for the application of recommender systems. The rapid growth of scholarly research, particularly with the advent of Open Access publishers and an increasing long tail of rarely cited articles, puts an onus on intelligent discovery tools to suggest literature that is not necessarily key-word related to the items that the user has already found with search and yet remains topically relevant.

On the surface, research articles bear a sufficient similarity to other kinds of items, such as books, DVDs and music that the problem of recommending new items of possible interest to users should be akin to if not the same as it is in e-commerce portals. Indeed a number of digital library recommenders have been deployed and studied since the year 2000, many of them employing either different kinds of data sources or a variety of combinations from which to generate recommendations: users’ behaviour data from download logs, text-content in the articles, user-bookmarks and the network of article citations. These data can all be used to cluster users according to some measure of similarity: user-user or
item-item similarity based on usage patterns or content-based similarity or some hybrid of the two [Burke, 2002].

Collaborative filtering [Su and Khoshgoftaar, 2009] is a method for predicting user preferences and interests based on the collective data of a user community’s past usage behaviour. To recommend an item using collaborative filtering, items must have some kind of “preference ratings”, obtained either explicitly from the user or implicitly from an analysis of usage patterns (clickstream, downloads, etc.) [Pohl et al., 2007] or from citation data [McNee et al., 2002].

The effectiveness of a recommender depends as much on the data sources and on the specific algorithm used for measuring similarity as it does on the end-user’s task [Herlocker et al., 2004]. In particular, it is known that user-based collaborative filtering does not produce useful recommendations if the usage data is sparse [Su and Khoshgoftaar, 2009], a particularly acute problem for items in digital libraries. However, for sparse matrices where the number of articles dominates the number of users it is known that user-based collaborative filtering recommenders have better accuracy than item-based ones [Bogers and van den Bosch, 2008].

In the context of digital library recommenders, two main strategies have been employed to address the data sparsity problem (i) harvesting usage data from a large number of distributed usage logs and (ii) taking advantage of the citation network of articles as a proxy for preferences. The aim of the present study, briefly reported on in [Vellino, 2010], is to empirically compare the properties of two specific recommenders that employ these two strategies: the ‘bX’ recommender by ExLibris that applies collaborative filtering to distributed usage data, and the Sarkanto recommender that applies collaborative filtering to article citations. The present study extends these initial results by sampling a larger collection of documents, a greater number of recommendations, and includes, in addition, an analysis of publication date distributions. A separate experiment also shows that the application of PageRank to the citation matrix does nothing improve recommendation accuracy.

The rest of the paper is organized as follows. Section 2 provides a brief survey of recommendation methods in digital libraries and section 3 presents the motivation and backround for this study. Section 4 discusses the methodology and results and section 5 describes an attempt to enhance the accuracy of citation-based recommendations with the use of PageRank. Section 6 concludes the paper and discusses further research directions.

2 Related Work

Recommending items in a digital library has been attempted using all three of the principal methods used in recommender systems: user-based collaborative filtering, content-based filtering and hybrids of the two.
Collaborative filtering is especially useful when the items to be recommended have few or no content-based features. Webster et al. [Webster et al., 2004] point out that since many traditional library resources, such as catalogues, contain only metadata about the items in a collection (i.e. there is no full-text to index), traditional search techniques are of limited usefulness. In such situations, collaborative filtering can help induce links between library objects for which there are no syntactic clues for relatedness.

BibTip [Mönich and Spiering, 2008, Franke et al., 2008], developed at Karlsruhe University, is an instance of a user-based collaborative filtering recommender for items in a library catalog that employs OPAC usage data and contains neither citation information nor full-text content. Users’ session behaviour are mined to extract user-item preferences and in this respect, most closely resembles conventional commercial product recommenders, except for the absence of explicit ratings.

The recommender system that is deployed on the bibliographic social reference manager site CiteULike [Bogers and van den Bosch, 2008] operates in a similar fashion to BibTip except that the data source is the site users’ collections of article bookmarks. Like OPAC usage data, bookmarked articles are implicit data and do not indicate the users’ specific ratings for the articles.

In contrast with collaborative filtering, content-based recommenders need to measure item-item similarity according to some feature extracted from the items or from metadata [Balabanović and Shoham, 1997]. For text items in a library, this could be the feature vectors obtained from the text, or, for items with no text content (e.g. scanned images), salient features could be provided by metadata such as bibliographic categories, authors, title, abstract, etc.

One well-known feature of content-based recommendations is that they rarely stray semantically from the content-clusters of previously rated items. One approach used to overcome this overspecialization of recommendations is either to introduce randomness in the recommendation and to filter out items that are too similar or to complement them with collaborative filtering systems, which provide a source of naturally occurring serendipity from user behaviour [Zhang et al., 2002].

The open-source repository platform DSpace [Elliott and Erickson, 2008] is an instance of a content-based recommender that generates recommendations based on a user-selected set of examples that circumscribe the “research context” of the user. Recommendations from DSpace are generated by applying a content similarity measure on the metadata about the articles using a Jaccard similarity coefficient.

The first collaborative filtering recommender designed specifically for research papers was developed by the university of Minnesota’s GroupLens team and later deployed by the University of Minnesota Library [McNee et al., 2002].
This system employed the strategy of using citations as a substitute for item ratings to address the problem of usage data sparsity. This is the same strategy that was implemented in the Sarkanto recommender studied in this paper. Its successor, TechLens+ [Torres et al., 2004] adopted a hybrid (citation-based and content-based) approach to improve on its predecessors’ precision. The authors also studied users’ perceptions of paper recommendations generated by such a hybrid recommender.

Hybrid approaches take various forms, which are clearly summarized by [Burke, 2002] and [Adomavicius et al., 2005]. One approach uses content-based methods for developing user models and clustering users by a content-based similarity measure in order to make collaborative recommendations. This enables recommendations to be made either by matching the item’s content with the user’s profile or by using other users’ profiles [Shahabi et al., 2001]. For instance, experiments with the Recommendz system [Garden and Dudek, 2006] has shown that usage data may be usefully combined with full-text information and semantic metadata to provide recommendations. Alternatively, the results of two separate recommenders may be either averaged or given a fair vote depending on the context.

Hybrids between item-based and user-based collaborative filtering systems also exist. Wang et al. [Wang et al., 2006] describes item-item, user-item, and user-user collaborative filtering in combination with content-based methods both to cluster items and to cluster users. These experiments show that hybrid methods go some way toward alleviating the data sparsity problem and also provide higher quality recommendations.

3 Motivation and Background

The motivation for the initial study mentioned above was to help determine which of two collaborative filtering methods—usage-based or citation-based—would be better suited for deployment at the Canada Institute for Scientific and Technical Information (CISTI), Canada’s national science library. The objective was to compare and contrast some of the recommendation result-sets and behavioural characteristics of ‘bX’ and Sarkanto with respect to prediction coverage (the percentage of the items for which the system is able to generate a recommendation) and serendipity (the extent to which the recommended items is unexpected to users).

However, evaluating serendipity as a function of user expectation would have required a user study beyond the scope of this research. I chose instead to consider that semantic distance is an approximation for serendipity.
3.1 Article Collection

The articles that formed the basis for both the previous and the present experiments were extracted from a collection of approximately 6.6M articles held by CISTI. The majority of these articles are in the fields of Science, Technology and Medicine (STM) and date from between 1995 and 2009. They were published in approximately 2400 journals and conference proceedings in a variety of fields including Medicine (671 journals or 16% of the total), Agricultural and Biological Sciences (9%), Engineering and Technology (8%), Biochemistry, Genetics, and Molecular Biology (6%), Chemistry (5%) and Computer Science (5%).

The full article collection is rich in reference metadata but only 1.8M articles among the 6.6M contain references to articles inside the collection. In that subset of 1.8M articles, the average number of references to other articles in the 6.6M collection was 6 per article. Although the full-text of these articles was available for analysis, this information was not used because many of the recommendations generated by ‘bX’ were not also articles that existed in this collection and hence could not be text-mined without an additional harvesting step.

3.2 Data Sparsity

If the sparsity of a user-item matrix is measured as the number of links between users and items (either ratings, or the occurrence of a download or citation) divided by the total number of possible links between users and items, then the sparsity of data used for typical collaborative filtering tasks, such as recommending movies with the Netflix data set [Bennett et al., 2007], is about 1%.

In a digital library these ratios are orders of magnitude smaller than in recommenders for commercial merchandise—on the order of tens of thousands of users per month for a collection of tens of millions of items. For example, the sparsity of the matrix of (scholars) to items (articles) in a substantial bibliographic portal such as Mendeley is $2.66 \times 10^{-5}$, almost three orders of magnitude smaller than Netflix. In the data provided by Mendeley in response to the Data-TEL challenge [Jack et al., 2010], out of the 3,652,286 unique articles, 3,055,546 (83.6%) were referenced by only 1 user and 378,114 were referenced by only 2 users. Less than 6% of the articles referenced were referenced by 3 or more users and the most frequently referenced article was referenced 19,450 times.

These extremely small user-item ratios are clearly insufficient for collaborative filtering to produce reliable recommendations. Hence the need for supplementary data, either distributed usage logs or citation data.

3.3 ‘bX’

‘bX’ is a commercially available web service from ExLibris [ExLibris, 2009] that recommends research articles using data obtained from OpenURL logs of users’
co-downloads. The recommender’s design is based on research on the large scale usage of scholarly resources that permits the harvesting of inter-institutional aggregation of log data [Bollen and van de Sompel, 2006]. The quantity of data obtained with this method is sufficiently large to make it possible to apply collaborative filtering effectively: as OpenURL resolver logs grow over time, ’bX’ recommendations reflect users’ aggregate behaviour with increasing precision and accuracy [Herlocker et al., 2004].

3.4 Sarkanto

Another strategy for addressing the data sparsity problem, first used by Tech-Lens+ [Torres et al., 2004], and re-implemented in Sarkanto is to take advantage of bibliographic citations in the articles as a proxy for user ratings. The idea is to consider an article as a “user” and the articles that it cites to be the article’s “preferences” (or boolean ratings). Sarkanto is a user-based collaborative filtering recommender that implements k-nearest neighbour and cosine correlation in the Taste framework (now Mahout [Mahout, 2009]).

Since the document collection used for this experiment was static, the list of recommendations generated for each article (i.e. “user”) was pre-computed rather than dynamically computed. However, recent advances in sparse matrix ordering and partitioning [Küçüktunç et al., 2013] make it possible to generate real-time recommendations efficiently from large, sparse citation networks.

An obvious limitation of this approach is that bibliographic references, while an indicator of relevance, are not necessarily an indication of favourable relevance in the mind of the author. Findings in [Case and Higgins, 2000] showed that authors were motivated to cite a work for a variety of reasons, including the fact that citing it might promote the authority of their own work or that the cited work deserved criticism. As early as 1965 Garfield identified fifteen such reasons for citing a work [Garfield, 1965]. Today, the Citation Typing Ontology [Peroni and Shotton, 2012] provides a rich machine-readable taxonomy for the characterization of bibliographic citations with almost ninety semantic relations such as agrees with, corrects, supports, and uses conclusions from.

As a first approximation to ranking the relative importance of reference to the citing article, I also conducted an experiment that assigns weights according to the PageRank value of the references as calculated from the entire citation graph. The method and results of that experiment are discussed in section 5.

4 Methodology and Quality Comparison of Sarkanto and ‘bX’

A typical method for assessing the effectiveness of a recommender algorithm is leave-one-out cross-validation [Herlocker et al., 2004]. For a recommender of scholarly articles that uses citation-based “ratings” such as Sarkanto, a sample of
test articles is selected and, for each article in that set, one reference is removed and the recommender is tested for whether it predicts the removed reference. If the removed reference ranks highest in the list of recommendations, it belongs to the Top-1 recommendations, if it ranks in the first five recommendations it belongs to the Top-5, etc.

Results from a previous study that compared citation-based recommendation with a method based on modeling cognitive memory (a model of human memory performance for cognitive tasks) show that the accuracy rate of Sarkanto for Top-10 predictions, using leave-one-out cross validation on a subset of the collection used in the current study, is close to 20% [Rutledge-Taylor et al., 2008]. Given the limitations of the significantly reduced citation data in that study, this is a respectable score.

However, the measures often used to evaluate the efficacy of algorithms such as Top-N or Mean Absolute Error (MAE) [Herlocker et al., 2004] are not applicable in this situation, principally because the absence of OpenURL log data does not enable the tester to determine which are the gold-standard recommendations. Hence, a meaningful comparative evaluation of the quality of recommendations generated by each recommender could only be provided by a human-subject expert that inspects the results and assesses the relevance of each recommendation [Gunawardana and Shani, 2009].

Therefore, instead of using any of the above measures, I compared other characteristics of the recommendations generated by each of these strategies: coverage, diversity, complementarity, and publication date.

4.1 A Priori Comparison

The Sarkanto and ‘bX’ recommenders each have a priori strengths and weaknesses in their respective approaches. For instance, while ‘bX’ can take advantage of a voluminous amount of globally distributed usage data, this data may not reflect, even in the aggregate, the interests of specialists in any given field. Usage data from OpenURL logs is indiscriminate between expert researchers and undergraduate university students. In addition, a dependence on usage information makes such a recommender unable to address the recommendation needs of users interested in the end of long tail of sparsely researched areas. One consequence of this is that the publication dates of ‘bX’ recommendations should typically be skewed towards the present.

On the other hand a recommender that uses bibliographic citations instead of usage data suffers from other limitations. One is that citations are static and citation-based recommendations don’t reflect current usage trends. In addition, there is a lag period of about 2 years between the publication of an article for which there begins to develop co-downloading information and it being cited in other publications [Pohl et al., 2007]. Hence one would expect at least that much
of a difference in the publication dates of recommendations. Finally, as noted
erlier, an article’s references are not necessarily a signal of endorsement by the
author, although there is no reason to believe that co-download information is
any more of a signal of endorsement.

4.2 Experimental Comparison

This experiment is very similar to the experiments reported in [Vellino, 2010].
The experiment compares the semantic diversity of recommendations, the num-
ber of recommended articles the extent to which recommendations from these dif-
ferent sources overlap and the publication-date characteristics from each source.
Figure 1 shows a sample of recommendations generated by both Sarkanto and
‘bX’.

The semantic distance between the seed article and the recommendations
generated by both ‘bX’ and Sarkanto was measured by examining the “journal
diversity” among the recommended articles relative to the original article. It
would have been preferable to use the semantic distance between the seed article
and each of the recommended articles based on their full-text content. However,
only the full-text in our corpus was available for mining and only some of the
full-text was available for only some of the recommended articles generated by
Sarkanto. Even fewer were available in full-text for those generated by ‘bX’.

Hence I chose to use an aggregate measure from the data that underlies the
semantic map produced by Newton et. al. [Newton et al., 2009] and from which
the semantic distances among 2365 journals are calculated. For the purposes
of this map, a ‘journal’ is considered to be the concatenation of the full-text
of all the available articles in that journal. Each journal is represented by a
coloured dot and the colours on this map correspond to the publisher-generated
main subject category to which the journal belongs. This map is reproduced in
Figure 2.

The semantic distances between each journal in this map were computed
using Widdows’ Semantic Vectors method [Widdows and Ferraro, 2008] on the
full-text of a collection of 5.7 million articles, a curated subset of the collection
described above. The average distance between a randomly selected pair of such
journals is 0.79 where 1.0 is the distance between a journal and itself and 0.0 is
the distance between two journals that have no terms in common. As a whole,
this collection is relatively homogeneous in its subject matter. Thus, in this
collection, the two most similar journals are at a distance of 0.998 and the two
most dissimilar are at a distance of 0.2724.

From the collection of 1.8 million test articles that contain references, 9453
articles were randomly selected as seed articles for generating recommendations.
For the citation-based recommender a seed article amounts to a collection of
references that substitutes for the “user profile” from which a recommendation
The recommendations for this article:

- Snow avalanche hazard modelling of large areas using shallow water numerical methods and GIS

<table>
<thead>
<tr>
<th>Citation Based Recommendations</th>
<th>User Based Recommendations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) Computing extreme avalanches</td>
<td>1) Snow avalanche hazard modelling of large areas using shallow water numerical methods and GIS</td>
</tr>
<tr>
<td>2) Error in a USGS 30-meter digital elevation model and its impact on terrain modeling</td>
<td>2) Characteristics and mitigation of the snow avalanche hazard in Kaghan Valley, Pakistan Himalaya</td>
</tr>
<tr>
<td>3) Dry Granular Flow Modelling Including Erosion and Deposition</td>
<td>3) Cartographic modeling of snow avalanche path location within Glacier National Park, Montana</td>
</tr>
<tr>
<td>4) An alternative form for the statistical distribution of extreme avalanche runout distances</td>
<td>4) The influence of tree and branch fracture, overturning and debris entrainment on snow avalanche flow</td>
</tr>
<tr>
<td>5) Calculating internal avalanche velocities from correlation with error analysis</td>
<td>5) Effects of release conditions uncertainty on avalanche hazard mapping</td>
</tr>
<tr>
<td>6) Experimental devices to determine snow avalanche basal friction and velocity profiles</td>
<td>6) Avalanche climatology of the western United States, with an emphasis on Alta, Utah</td>
</tr>
<tr>
<td>7) On full-scale avalanche measurements at the Ryggfonna test site, Norway</td>
<td>7) Altered streamflow and sediment entrainment in the Guadalupe gorge</td>
</tr>
<tr>
<td>8) Dense snow avalanche modeling: flow, erosion, deposition and obstacle effects</td>
<td>8) On probability analysis in snow avalanche hazard zoning</td>
</tr>
<tr>
<td>9) Error propagation of DEM-based surface derivatives</td>
<td>9) Mammoth Mountain, California</td>
</tr>
<tr>
<td>10) Regionalization and reconstruction of snow water equivalent in the upper Colorado River basin</td>
<td>10) Regionalization and reconstruction of snow water equivalent in the upper Colorado River basin</td>
</tr>
</tbody>
</table>

Figure 1: Sample side-by-side recommendation of articles using citation and usage data

is generated. For the user-based recommender ‘bX’, the metadata from the seed article (title, authors, publication date, etc.) are used to construct an OpenURL request a list of recommendations from the ‘bX’ recommender web service. The distribution of subject areas and publication venues for the sampled seed articles was roughly the same as that of the collection as a whole.

For each seed article selected at random from the text collection, we compared the recommendations generated by ‘bX’ and Sarkanto and counted:

1. the number of recommended articles
2. the semantic distance between the seed article and the recommended articles
3. the number of times that ‘bX’ and Sarkanto both recommended articles from a given seed article
4. for each instance where both ‘bX’ and Sarkanto produced a set of recommendations from the same seed, which one of ‘bX’ or Sarkanto had greater journal diversity

5. the average distance, in years, between the publication date of the seed article and the publication dates of the recommended articles.

Note that the variety of journals that can be recommended in the ‘bX’ system is significantly greater than the range available in Sarkanto, given the limited number of publishers (about 50) in the article collection used by Sarkanto.

4.3 Results

Out of the 9453 test runs, 2873 generated one or more recommendations using ‘bX’ compared with 2263 for Sarkanto (i.e. the recommendation coverage was 30% vs. 24% in Table 1). Sarkanto recommended an average of 9.7 articles per seed-article vs. 8.4 for ‘bX’, which had been configured to generate as many as possible.

The number of seed articles that produced recommendations with both Sarkanto and ‘bX’ was only 12% meaning that most of the time either one or the other recommender would produce a result, indicating a high degree of complementarity. Furthermore, within this 12% of articles for which both recommenders produced
Table 1: Summary Table of Citation and Usage-based coverage

<table>
<thead>
<tr>
<th></th>
<th>Seeds</th>
<th>Productive Seeds</th>
<th>Sarkanto</th>
<th>‘bX’</th>
<th>Both</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>9453</td>
<td>3998</td>
<td>2263</td>
<td>2873</td>
<td>1138</td>
</tr>
<tr>
<td>Percentage</td>
<td>100 %</td>
<td>42 %</td>
<td>24 %</td>
<td>30 %</td>
<td>12 %</td>
</tr>
</tbody>
</table>

a result, none of the recommended articles were the same, as illustrated in Figure 1. The results of this part of the experiment do not differ significantly from those reported in [Vellino, 2010].

The results for semantic diversity, however, differ significantly and surprisingly from the earlier study. In this experiment both ‘bX’ and Sarkanto yielded about the same semantic distance measure between the seed article and the recommended articles, namely 0.948 (for ‘bX’) and 0.956 (for Sarkanto). This is a significant discrepancy from previous results that can only be explained by the relatively greater random sample size in this experiment.

It is useful to have a baseline for these similarity measures. Given that the subject matter of the collection as a whole is relatively homogeneous and that a randomly selected article from the collection is likely (by this measure) to have a relatively high degree of similarity to the seed article, we also measured the semantic distance between the same seed articles and articles that were randomly generated from the collection to be 0.80.

The new result in this study centers on publication dates. We measured the average differences between the publication dates of the recommended articles and the seed articles. Both recommenders are able to and generally do recommend articles that were published either before or after the seed article’s publication date. There is, however, an inherent bias in OpenURL usage-log data towards more recent content. Thus the average age of Sakanto recommendations was +7.6 years (prior) to the seed article’s publication date whereas for ‘bX’ the average age is −0.6 years, i.e. forward looking, on average. As a baseline reference, for randomly selected articles, the average age distance from the seed article is +6.3 years. Citation based recommenders are therefore heavily weighted towards recommending older articles.

5 Enhancing Sarkanto with PageRank

In the absence of any further information about the various reasons for which an article may be cited one might expect that substituting the boolean (“cited” or “not-cited”) with the PageRank value of the article, as computed from the citation graph, would improve the Top-N effectiveness of collaborative filtering recommendations.
Previous successes in the use of PageRank as a measure of the “impact” of an article [Ježek and Steinberger, 2008, Ma et al., 2008] suggested that PageRank weights could be a reasonable proxy for the numeric rating that an article might give to an article it references. Furthermore, there exists a PageRank-based method (PaperRank) for predicting co-occurring references in an article [Gori and Pucci, 2006] that is, by itself, an adequate recommender method. This would seem to indicate that combining such a method with a collaborative filtering algorithm could yield superior results.

A Weighted PageRank algorithm [Xin and Ghorbani, 2004] was applied to the graph of 1,461,305 references contained in 369,470 articles in the collection, for an average of 3.9 references (in the collection) per article in the collection. For the purposes of this experiment, co-authorship information was ignored.

Once the PageRank value for each article was computed, this value was assigned to each occurrence of the article in the citation matrix and all occurrences of that article’s “rating” have the same value (see Figure 3). Thus every “pseudo-user” (i.e. article) weights every occurrence of any given citation equally. This is clearly not a good analogue for the usual “user rating” notion used in collaborative filtering: two different articles containing the same reference would typically assign a different rating to the reference. However, this property (of assigning equal weights to every cited article) also holds in the case where no PageRank values are used (i.e. where the ratings matrix is boolean). In that respect the two rating methods are on par.

The off-line experiments were modeled after off-line experiments designed for TechLens+ which measured the recommender’s effectiveness by computing Top-N recommendations [Torres et al., 2004]. The set of test articles was selected to have a significant number of references and, for each article in that set (the active article) each reference was removed one at a time and the recommender was

![Figure 3: Ratings Matrix populated with PageRank and User Ratings](image-url)
Figure 4: Top-N results for PageRank, Random and No Page Rank

tested for whether it predicts the removed reference. If the removed reference ranks highest in the list of recommendations, it belongs to the Top-1 recommendations, if it ranks in the first five recommendations it belongs to the Top-5, etc. The test set was selected from a self-contained subset of 369,470 articles from the large collection described. These articles contain 1,461,305 references to articles in the large collection.

Our tests differ from those in the TechLens+ study in that we chose to perform leave-one-out evaluations exhaustively on a sample of the articles biased towards those with the most references to items in the bibliographic collections. The equivalent strategy for evaluating a recommender for movies would be to pick the top K users who have the most movie ratings and attempt to predict each rating for all of the ratings in the top K users. We chose this method to increase the likelihood of picking a random article with significantly more than one reference. Leaving one reference out for each of the articles with the most references seemed more likely to produce a recommendation that was correct.

Another difference from the TechLens+ experiments is that recommendations that have a publication date that is later than that of the paper whose list of references are being used as preference ratings were not filtered out. The justification in TechLens+ for this filtering out of future papers is that the recommender should not recommend a paper that did not exist at the time the active paper was published. However, this methodological constraint on the experiment was not applied in the ‘bX’-Sarkanto experiments and there was no need to add this constraint in this one either.

Each reference for an article was assigned one of two possible “preference”
values: a fixed constant for all articles and the PageRank value of the article. As a control experiment, the effect of using a random preference value was also measured.

The experimental results of the effect of PageRank are summarized in Figure 4. The results show that the use of PageRank has a markedly negative impact on the quality of recommendations. Using a constant instead of a PageRank value for the rating of a reference improves recommendations by a factor of 400% (for Top-1 recommendations) down to an increase of 55% for Top-100. Moreover, substituting a randomly generated value for the PageRank of each article is roughly equivalent to using a fixed constant or boolean value for all articles (i.e. not using PageRank).

While this result appears counter-intuitive, there is a plausible explanation. The PageRank value of an article reflects its overall status in the network. To the citing article, however, the value of the cited article is clearly much higher than the value attributed by the network as a whole. Thus assigning the PageRank value to the cited article disproportionately devalues the relevance of that article to the citing article. Thus, assigning a network based ranking to an individual article’s reference unfairly penalizes that article’s contribution to the recommendation process.

6 Discussion and Future Work

Initial experiments with these two recommenders suggested that they produced recommendations with significantly different journal-to-journal semantic diversity, with the citation-based recommender offering greater serendipity. A larger sampling indicates otherwise.

Certainly, both recommenders are topical. Inspection of the side-by-side recommendation lists generated by the 12% of seed-articles that generate results for both ‘bX’ and Sarkanto clearly shows this. For instance, if a source article was about “avalanche modelling”, as in Figure 1, the recommended articles tended to also be about snow or computer modeling. Yet they are also complementary in coverage, if only in the span of date ranges that they each cover.

Using citations as a method for dealing with the recommender system data sparsity problem is not only an alternative to harvesting large amounts of usage data. It also serves to generate different kinds of recommendations than those from usage data. One depends on the domain of authors’ relevance judgments and the other on readers’ relevance judgments. The user-based method recommends “articles that other users also downloaded” whereas the citation-based one recommends “articles whose citation patterns are similar to this one”.

The complementarity in coverage between these two methods suggests that it might be useful to combine them to form a hybrid recommender. There are,
however, several unresolved issues with hybridizing these methods, not least of which is how to compare their rankings. Furthermore, end users of recommenders need to understand the sources of data that are used to generate the recommendations if they are going to trust them. Explanations for such properties as topic diversity (when it arises), and publication date biases would help users choose which kind of recommender data-sources are most relevant for their information retrieval tasks. Thus, it would be preferable for a system that combined usage-based and citation-based recommendations not to hybridize them but to offer them as complementary alternatives with different explanations.

The significant disparity between the publication dates of recommendations generated by the two methods would benefit from further analysis. According to [Hajra and Sen, 2006] the age distribution of references made to a paper obeys a power law decay while the age distribution of references made by a paper has an exponential decay. Such a model of the aging characteristics of the citation network for this collection is needed to explain why citation-based recommendations are so much older than even the average distance between a given article and the rest of the collection.

The use of PageRank to weight the relative importance of a reference in an article has the disadvantage that this same weight applies to all other occurrences of that reference. It does not distinguish between one article’s citation of that reference and another’s. A more discriminating method for weighting references would be to detect the citation features of the references in the body of the text to determine which were the more important references in the bibliography, features like the number of times a reference is mentioned in the body of the citing paper [Zhu et al., 2013]. Such a method for weighting references, even if it ranked a citation’s importance to the article on a 5 point scale, could be combined with a measure of co-citation proximity in the body of the article [Gipp and Beel, 2009] to improve the precision of citation-based recommendations.
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